Introduction and Purpose of Project

Until new and innovative power generation technologies become available, coal-fired
generation will continue to play a major role in supplying the energy needs of this country. All
told, fossil-steam plants generate more than 70 percent of all electric energy in the country and
these aging plants, on average more than 30 years old, will remain the foundation of the power
industry for the immediate future.

While the Intermountain Generating Station is still one of the newest and most modern large
coal-fired generating stations in the country, it is now exceeding 20 years in service and some
of the components and equipment are starting to show signs of that age. With no foreseeable
end to the need for the power from this station, it is imperative that we take any prudent
measure available to maintain the reliability and efficiency for which this facility is well known
and upon which its economic future depends.

With that imperative in mind, this project was developed - Availability Improvement Project.
The project had five objectives:

1. System Criticality Assessment: Evaluate and identify the plant systems that,
by design, have the highest potential for negatively affecting availability of 1GS,
ICS and STS.

2. Assessment of Condition Monitoring: Evaluate the available methods for

monitoring the condition of the systems and equipment both on and off-line.

3. Assessment of Maintenance Plans and Methods: Evaluate the current and
available methods, plans, and programs for maintaining the systems,
subsystems, and individual pieces of equipment.

4. Critical Spare Parts Evaluation: Evaluate what critical parts are necessary for
each system and piece of equipment.

5. Plan for Future Renewals and Replacements: Plan for future renewals and
replacements by identifying them as far ahead as possible.

None of these objectives in and of themselves are new or different from what we have been
trying to accomplish at IGS since the plant went on-line. In fact, it has always been our
objective to maintain the plant in “As-New” condition and much effort has been expended
toward that means over the years. Nevertheless, organizations can become entrenched in their
modes of doing things and IPSC is not immune to this form of unintentional complacency.

The hope for this project was to rekindle innovation and imagination among the experienced

personnel of this plant upon whom we so much depend but, also upon whom may be becoming
myopic in their viewpoint by the long years of service.
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Historical Losses of Availability

The first step in this process was to look at the historical losses of availability for the station to
determine which pieces of equipment or systems have caused the highest number of forced
outages or derates over the approximate 20 years of service. The graph below shows the
losses by major pieces of equipment.

1GS
Loss of Availability by Major System

BElectrical
8%

Balance of Plant
7%

Includes all generation lost
except for Planned Outages
and Planned Derates.

As would be expected, the boiler or steam generator has historically had the largest impact on
availability followed by the Turbine-Generator. Clearly, boiler reliability is the deciding factor in
the economic viability of this facility and is the major factor in ensuring high capacity factors.
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NERC-GADS Fossil Steam Plant Data
(1995-1999, Al Unit Sizes, All Fuels, Average size approx. 300 MW)

Balance of Plant

In a 2002 publication (Productivity Improvement Handbook for Fossil Steam Power Plant: Third
Edition, 1006315), EPRI published some availability numbers for all fossil fuel plants across the
country. The results are published above. As you can see, these numbers compare very
similarly with the experiences at IGS. EPRI did not break out electrical systems from the
balance of the plant so no direct comparisons could be made in that area.

Rationale for Critical Systems

In order to focus this project on the systems most affecting reliability, the different plant systems
and subsystems were categorized by overall impact on plant availability. The goal was to
assign a Criticality Factor (CF) for each plant system or subsystem. This system was similar to
one used by LADWP right after initial construction to review the spare parts and maintenance
needs for the plant. The categories used were as follows:

CF 1 = Equipment failure causes 100 percent load loss immediately. No Redundancy.

CF 2 = Equipment failure causes partial load loss immediately. Redundancy not
capable of 100 percent output.
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CF 3 = Equipment failure causes no load loss. Redundancy capable of 100 percent
output.

CF 4 = Equipment failure causes only inconvenience. All other process equipment not
directly tied to production.

For this project, only CF 1 and CF 2 systems will receive a detailed analysis. Some analysis
was also done of the coal yard even though it was deemed to have been CF 3 because of
redundancy. This does not mean that the other plant systems are not important or necessary,
we are just trying to focus this detailed review and analysis on those pieces of equipment that
have or are most likely to cause losses of generation.

The factors used for determining the appropriate CF were, historical events, design
redundancy, part availability, repair time, accessibility, and experience-based intuition.

The list of systems assigned CF 1 or CF 2 are attached at the end of this section.

Project Implementation

This report will be just a bunch of words without a plan and the follow-up to make something
positive happen. Lofty objectives like these cannot be achieved by any one department or
group, it has to be done as a team effort with the support of management and the project
owners. The value of the efforts will only be realized if improvements in availability can be
achieved and maintained over long periods of time.

The actual implementation of this project will be in five steps:

1. Complete a critical systems assessment to determine which plant systems and
equipment should be analyzed. This has been completed.

2. Hold availability improvement meetings with key plant personnel for each of the
five areas outlined in this report. The purpose of the meetings will be to identify
possible changes to the predictive maintenance programs, maintenance
schedules, spare parts needs, and to suggest possible future capital
improvements. This has also been completed.

3. Perform detailed analysis of the suggestions received from the availability
improvement meetings. The analysis should include estimates of the cost of
implementation and economic benefits and should rank the suggestions on the
potential impact to availability. Management and owner support should be
obtained for those projects that will be taken to full completion.

4. The list of approved recommendations should be tracked with regular status
updates. Schedules should be developed for each recommendation. Where
needed, the recommendations should be budgeted on either the capital or O&M
budget.
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5. Create Availability Improvement Working Groups for each of the five major plant
areas outlined in this report:

Steam Generator
Turbine-Generator
Electrical
Balance-of-Plant
Converter Station

] ® * . .

These Working Groups should incorporate the key personnel from all of the plant
departments. They should meet as needed, but no less than twice per year to
review the recent events that affected availability, to perform failure analysis,
discuss plans for future capital improvements, and to develop suggestions for
improvement in any Maintenance or Operational activity.

The results from these meetings should be added to the tracking lists, evaluated
and monitored similar to the way the original suggestions are being handled.

This report covers only the activities of Steps 1 and 2. All other activities will be reported on at
a later date.
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Steam Generator Systems

Description of Systems

The Steam Generator System consists of the Boiler, Main Steam, Reheat Steam, Pulverizers,
Combustion Air Supply, and all other subsystems necessary to generate the steam for the
Turbine-Generator. For this analysis, Steam Generator, consisting of subsystems determined
to be Criticality 1 or 2, were reviewed by a committee of those personnel who are responsible
for these systems.

The following System Codes were analyzed with the Steam Generator Systems:

Plant System System Code
Steam Generator SGA
Combustion Air Supply SGB

Boiler Vents and Drains SGF

Main Steam SGG

Burner and Mili Controls SGH

Soot Blowing SGl

Reheat Steam SGJ

Steam Generator Losses by Subsystem

(Percentage of all Steam Generator Losses of Equivalent

Availability )
Main & Reheat Steam g0t Blow ing Pulverizers
10% 1% 2%
Boiler Vents angd
Drains

1%

Combustion Air and
Burners
5%
Drum Safeties
2%
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Losses of Availability

Historically, the Steam Generator Systems have attributed to 44 percent of the total losses of
availability for the station. IGS experiences compare very similarly to NERC-GADS data for
unit downtime with the average for plants greater than 300 MW from 1995 to 1999 being 52
percent of all losses of availability. 1GS is also similar to NERC-GADS with the majority of
outages being caused by Boiler tube leaks (79 percent). The second largest cause of loss of
availability is Main and Reheat Steam (10 percent) with most of those incidents being caused
by safety valves. All other systems account for the remaining 11 percent of losses.

Some of the key statistics gathered from an analysis of the IGS historical data:

Unit 1 Unit 2 Station
Number of events caused by Steam 136 130 266
Generator Systems
Percentage fo all events caused by 27.5% 30.1% 28.7%
Steam Generator Systems
Number of forced outages caused by 33 34 67
Steam Generator Systems
Percentage of all forced outages 21.0% 24.3% 22.6%
caused by Steam Generator Systems
Equivalent hours of lost generation 1691.1 1551.2 3242.4
caused by Steam Generator Systems
Percentage of all equivalent hours of 45.9% 41.2% 44.0%
lost generation caused by Steam
Generator Systems

Boiler Tube Failure Reduction Program

From the initial startup of IPP, IPSC has pursued an ambitious condition assessment program
for the Steam Generator and ancillary equipment. This program is designed to minimize both
the average annual outage rate associated with steam generator pressure component failures
(primarily tube leaks) and in minimizing the length of the respective outages.

The Boiler Tube Failure Reduction Program has yielded excellent results for the past 18-plus
years at IGS. However, as the units age, the number of tube failures is trending upward.
Vigilance in adhering to established standards and continuous efforts to improve the program
will be necessary to maintain this high level of performance into the future.

IGS Performance Compared to Other Coal-fired Units of Similar Size

Compared with the most recent data (published January 2005) from the NERC-GADS Industry
Database, the IGF units consistently out-perform the industry average when it comes to both
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the average number of tube-leak related outages and the average duration of respective
outages. The following table summarizes these numbers compared to similar coal-fired units in
the 800-1000 MWg range. Included as an attachment to this report are detailed charts showing
yearly tallies for each unit in each of the categories below for each year since start-up.

NERC-GADS Unit #1 Unit #2 IGS
5-year 5-year 5-year 5-year
Average Average (‘00 Average Average
to Present) (‘00 to (‘00 to
Present) Present)
Number of tube- 3.39 1.9 1.23 1.3
leak related
Outages/year
Hours per Outage 174.21 102.11 57.14 64.1

On the average, IGS has managed to hold down both the number or tube-leak related outages
and the outage duration to nearly 1/3 of the industry average for 18 years. However, the
number of tube leaks on both units has started to climb in recent years. This is an indication of
not only the increasing age of the units but of the need to improve efforts to eliminate failures.
The key to reducing BTFs is to identify the failure mechanisms and take action to mitigate or
eliminate the root causes.

Historical BTF Mechanisms

IGS Units have experienced 47 tube failures (combined) in the past 18-plus years. A brief
treatment of the top three categories of failure mechanisms, and other considerations will follow
as outlined below:

Attachment-weld Failures

External Erosion

Short-term Overheat

NO Water Chemistry-related tube failures
Other Mechanisms of Concern

Attachment-weld Failures

More than 20 percent of all tube failures at IGS have resulted from failure of dissimilar-
metal welds at the hanger-lug attachments in the vertical section of the Reheat
Superheater. Other failures of this type include cracks at membrane welds where the
side-wall connects to the furnace sloped floor and similar cracking at the paddle-tie bars
in the corners of the furnace and at the convection-pass front wall, side wall, floor
connections. These are all high stress areas. Failures are related to
expansion/contraction design issues.
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External Erosion

This category includes the mechanisms of Soot-blower Erosion and Flyash Erosion.
Although soot-blower erosion is extensive in both units, most soot-blower related failures
have resulted from soot-blower failures; failure to retract. Flyash erosion is a relatively
new mechanism at IGS. Recent fuel changes have increased the ash loading through
the boiler which has accelerated erosion.

Short-term Overheat

Short-term overheat normally results from restricted steam flow through the tubes.
Restrictions have included weld wire, slag, exfoliated oxide, possible water blockage at
start up, and most recently, a hinge pin from a check valve that made its way to a super
heater inlet manifold. The ubiquitous use of chill rings, or backing rings in the weld
joints of the superheater and reheat superheater tubes has provided numerous
opportunities to collect debris.

NO Water Chemistry-related Failures

The discussion of tube failure mechanisms at IGS would not be complete without
trumpeting the fact that plant chemists have maintained excellent water chemistry in the
boilers. In more than 18 years, neither unit has experienced a chemistry-related failure.

Other Mechanisms of Concern

Although long-term overheat (creep) has not been an issue at IGS, the units are aging
and both units exhibit the typical uneven temperature profile from side to side through
the superheater sections. As a result, some overheating is expected. Both of these
facts make this a mechanism to watch for in the future.

Most weld and material defects should have manifested themselves by this point in the
life of the units. However, cracking due to mechanical and thermal fatigue will increase
as time marches on. Again, vigilance is called for.

Considerable effort has been expended in the past to mitigate and eliminate many of the
concerns above. A few examples of past efforts follow in the next section.

Efforts Taken to Eliminate BTF Mechanisms

The current inspection plan for the IGS units is designed to ensure that each major component
of the boiler is inspected at least once every 6 years (3 major-outage cycles). However,
experience has proven to be the best guide as to where to concentrate the inspection
resources. Unit 2 has a much better BTF record, in part, due to lessons learned on Unit 1. A
few examples follow: o

Reheat Superheat Support Lugs
Paddle-tie bars

Lower Furnace Wall-to-Floor Connections
Lower Waterwall Header Issues
Convection Pass Arch
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These are areas where numerous tube failures resulted from over-stressed connections.
Failures in these areas have been reduced due to increased inspection frequency and scope,
and by making alterations to relieve residual stresses.

Soot-blower damage has been reduced by forming a dedicated soot-blower crew to improve the
consistency of maintenance. Soot blower pressure settings have also been optimized to find a
balance between maximizing cleaning efficiency and minimizing damage. Damage maps are
used to track wastage rates, and of course, tube shields are employed in troublesome areas
when possible.

Flyash erosion is mitigated by careful attention to tube alignment in pendant elements and
shielding/baffling is employed where needed.

It is difficult to combat short-term overheat; but, preemptive radiographic examination of lower
tube bends and small diameter chill rings have been employed in the past to mitigate this
mechanism.

Long-term overheating is monitored with internal oxide thickness measurements in the highest
temperature areas of the pendants. Base-line data is compared to more recent readings with
Larsen-Miller analysis to estimate remaining life. Replication at welds, particularly on the
penthouse headers is used to spot creep in the early stages.

A more comprehensive oxide thickness survey is under consideration that would allow us to
identify the tubes operating at the highest temperatures and consequently allow the installation
of flow balancing hardware at the outlet headers to balance tube temperatures across the
boiler.

Future efforts to minimize tube failures will be guided primarily by:

Manufacturer recommendations
Historical failure experience

Internal inspection results

Time in-service

Location in the steam generator
Type of material

Operating temperature and pressure
Design and operating stress loads

L L ] L ] L ] L ] L ] L ] L]

As man-power and budgetary resources are limited, efforts will be prioritized to areas that
represent the highest risk of equipment damage and the most likely sources of tube-failure
related outages.

Recommendations

Recommendations are classified into four main areas; Maintenance, Predictive Maintenance,
Capital Projects, and Critical Spare Parts. Some of the main points are discussed below.
Please refer to the complete list of recommendations for the Steam Generator Systems in the
appendix. The following are the most significant items the committee felt were of greatest value
to ensure continued high availability of the station. They are listed in order of the area of
evaluation and not in order of importance.
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Maintenance Improvements

Chill Rings for Dissimilar Thickness Tube Welds

One of the most difficult welds to complete in the boiler is one involving different
thicknesses of tube materials. This can be assisted by the proper application of chill
rings to hold and center the different tube materials. A Maintenance Instruction (Ml)
should be developed on the proper use of chill rings

Purchase Tube Bending Machine

Purchase of a tube bending machine and dies. An increase in tooling is necessary to
prepare for tube leaks in areas of the boiler that have not as yet been a problem. There
are many areas of the boiler that have tight radius bends in tubes. It is necessary that
we are able to perform these bends for replacement of the failed tubes. An alternate
plan would be to stock pre-bent tubes of all sizes needed.

Recommended Capital Projects

Replace Electromatic Relief Valves and Controls

Replace Electromatic Relief valves and controls with up-to-date technology. When these
valves do not operate properly it causes the other relief valves to open. Past history has
shown that the other relief valves have a history of not closing tightly after actuation.
This has been a cause of lost load. It is necessary to restrict main steam pressure when
these valves are “gagged” or schedule a Unit outage for the repair of these valves.

Add Drum Safety Valve

Addition of one Drum safety valve. The addition of one Drum safety valve would enable
the Unit to stay at full load and pressure when one of the other safety valves has been
“gagged” due to leak by.

Replace Sootblower Thermal Drains and Controls

Replacement of the sootblower thermal drain valves and controls for these valves.
These valves limit the amount of moisture in the sootblowing lines. Upon start up of a
sootblower, it is important that no water is present in the sootblowing lance as it starts
into the boiler. The presence of water when the sootblower inserts into the boiler will
mix the water with fly ash and increase sootblower/fly ash erosion in that area. This
repeated occurrence will lead to boiler tube leaks.

Recommended Changes in Predictive Maintenance

Increase Boiler NDE and Inspection

Increase NDE and inspection of specific areas of the boiler. The back pass area of the
boiler in the Horizontal Superheat section is an area that needs additional access for
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inspection. A need for a door in the back of the boiler on the middle section of
Superheat tubes is necessary for the inspection of the tubes located in this area.

Recommended Additional Critical Spare Parts

FD Fan Hydraulic and Lube Oil Pumps

We have a spare rotor, mator, and most other parts in the event there is a major failure
but, we do not have spare hydraulic and lube oil pumps. An evaluation should be done
on the cost, availability, and risk of failure of one of these pumps. The loss of an FD
Fan would be a significant derate to the facility.

PA and FD Fan Speed Changer
Both the PA and FD fans utilize two-speed motors for control and operation. We
maintain a spare motor but, we do not have spare speed change switches. These

switches are unusual and difficult to obtain.

Assessment of Spare Tubing

Assessment of spare tubing. It is necessary to have all of the tubing available for repairs
when a tube leak has occurred. This will be addressed in several ways.

1. Determine tube needs based on history and location of probable tube
leaks.
2. Establish minium stocking requirements of pre-bent tubing for specific

areas of the boiler and investigate the feasability of an assured stocking
program with a vendor.
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Turbine Generator Systems

Description of Systems

The turbine is a tandem-compound reheat unit consisting of a single-flow high pressure section,
a double-flow reheat section, and three double-flow low pressure sections originally supplied by
General Electric. The high pressure section in both Units 1 and 2 was replaced in March 2003
and March 2002 respectively with Alstom rotors, diaphragms, and inner casings as part of a
performance upgrade. The last low pressure section is coupled to a two-pole, hydrogen cooled
generator rotor designed for continuous operation. This system includes all supporting auxiliary

equipment.

The following System Codes were analyzed with the Turbine Generator Systems:

Plant System
Turbine

Generator

Turbine Seals and Drains
Turbine Lube Ol

Generator Cooling and Purge
Turbine Controls EHC

L osses of Availability

TGA
TGB
TGC
TGD
TGE
TGF

System Code

Statistics for the Turbine Generator System gathered from an analysis of the IGS historical

data:

Unit 1

Unit 2

Station

Number of Events Caused by Turbine
Generator Systems

51

48

99

Percentage of All Events Caused by
Turbine Generator Systems

10.3%

11.1%

10.7%

Number of Forced Outages Caused by
Turbine Generator Systems

25

25

50

Percentage of All Forced Outages
Caused by Turbine Generator
Systems

15.9%

17.9%

16.8%

Equivalent Hours of Lost Generation
Caused by Turbine Generator
Systems

737.7

1391.73

2129.4

Percentage of All Equivalent Hours of
Lost Generation Caused by Turbine
Generator Systems

20.0%

37.0%

28.9%

13-

IP12_000304



Turbine Generator Losses by Subsystem

(Percentage of all Turbine-Generator Losses of Equivalent
Availability)

Control
10%

It is significant to note that of the total 2,129.4 hours of generation loss in this system, 53
percent (1,130 hours) is attributable to the failure of the pole-to-pole jumper on the main
generator field on Unit 2. The main field required a complete rewind, and extended the
scheduled 1996 outage by 47 days.

There was no one type of incident that caused the majority of forced outages that originated
from the turbine-generator. The most repetitive incident was failure of the turbine Electrical Trip
Test system which accounted for fourteen of the fifty forced outages. The Electrical Trip
System is being replaced as part of the plant DCS upgrade which should address that problem.

Generator Reliability

The generator is the heart of any power plant and an unexpected failure of the generator can
result in months, or possibly years, of downtime. There are many known failure mechanisms in
a generator, some electrical in nature and some mechanical. Most are difficult, if not
impossible, to monitor or check on a regular basis. Some of the major concerns with generator

reliability are:

Field Turn-to-Turn Shorts

Leaking Stator Bars and Insulation Integrity
Field Pole-to-Pole Jumper Cracking
Hydrogen Seal Integrity

Stator Wedge Tightness
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The biggest concern of all of these is leaking stator bars and insulation integrity. Capital Project
IGS03-05 was originally developed to insure continued reliable operation of the generators.

The original scope of the project included purchasing a spare stator winding and replacing the
exciters for both units.

The spare stator winding was scheduled for purchase first because of recommendations from
General Electric and continuing problems with the hydraulic integrity of the winding. However,
because epoxy repairs fixed many of the initial leaks and biannual testing of the stator windings
indicated this problem was progressing slowly, the replacement of the exciters was moved up in
the schedule. The exciters became a higher priority because of the lack of replacement parts
and technical support for the existing systems.

In addition, in the Spring of 2005, the Unit 1 generator field developed a turn-to-turn short. This
short limits the reactive capability of the generator due to vibration caused by thermal sensitivity
of the field rotor.

The money originally allocated to purchase spare stator bars will be used to rewind the Unit 1
field. A separate capital purchase was submitted, for the 2007-2008 budget, to purchase the
spare stator winding.

The current schedule for generator modifications is:

Complete Tuning of New Unit 2 Excitation System Spring 2006

Replace Unit 1 Excitation System Spring 2007 Outage
Rewind the Unit 1 Generator Field Spring 2007 Outage
Purchase of Spare Stator Winding (multi-year) July 2007 - June 2008

The generator excitation system replacement and spare stator winding project, IGS03-05, was
developed to maintain the reliability of the generators.

The original project budget inciuded:

System Studies and Specification Preparation 2003 - 2004 $ 85,000
Purchase and Install Unit 1 Excitation System 2004 - 2005 $3,760,000
Purchase and Install Unit 2 Excitation System 2005 - 2006 $7,560,000

and Purchase Spare Stator Winding

The revised budget includes:

Unit 1 Excitation System 2006-2007 $3,000,000*

Unit 1 Field Rewind 2006-2007 $2,000,000

Spare Stator Winding 2007-2008 $5,000,000
* includes $2,000,000 carried over from the 2005-2006 because of late equipment
deliveries. T i

We started reviewing the performance of the generator stator windings based on a TIL
(technical information letter) from General Electric in 1991. Early on, we determined we had a
significant problem with the hydraulic integrity of the stator windings. Global epoxy repairs of
the windings in 1996 (Unit 2) and 1997 (Unit 1) significantly improved the winding integrity, but
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we continue to have problems passing the GE recommended vacuum and pressure tests on
the stator winding.

After we started evaluating the reliability of the generators, it became apparent that within a few
years we would need to replace the excitation systems on both units. The current generator
excitation system is no longer manufactured by General Electric (GE). GE is still providing
parts, as the components are available from their suppliers, but there is limited field support
from personnel with Generrex experience. Recently, GE was unable to supply replacement
bridge disconnect switches and field current transducers because of component obsolescence.
We have had ongoing problems with drifting field current transducers, misaligned DC field
circuit breakers, and intermittent connections on the bridge disconnects for both units. In
addition, we have had intermittent control power supply grounds on the trip circuit bus on Unit 2.
We currently stock critical spare parts for most of the Generrex controls, but we do not have
any spare parts for the components in the generator dome.

There are less than 30 compound source Generrex systems in service and through discussions
with other Generrex owners, it is apparent that continued reliable operation of these units is not
feasible. After our evaluation, we decided to delay the purchase of the spare stator bars until
after the Unit 2 exciter was replaced.

In 2005, a new concern was identified for long term reliable operation of the generators.
Testing after the Unit 1 Spring 2005 outage indicated the field had developed a turn-to-turn
short. This short was apparently causing thermal sensitivities in the field. The turn-to-turn
short was discovered due to generator vibrations at varying field current conditions and was
confirmed through flux probe testing. Plans were then made to rewind the Unit 1 field in 2007.
In order to minimize impact to the capital budget, caused by the cost of rewinding the field, the
stator bar purchase was postponed.

In 2006, at the start of the Unit 2 outage, additional flux probe testing was performed on both
units. The Spring 2006 test on Unit 1 indicates there may not be a turn-to-turn short in the field.
In the Fall of 2006, an independent consultant, GeneratorTech confirmed the presence of the
turn-to-turn short. Based on these results, we plan to rewind the Unit field in the Spring 2007
Outage.

Recommended Capital, Predictive, or Maintenance Improvements

The following is a list of significant items recommended by the committee to ensure continued
high availability of the station. They are listed in order of the primary system and not in order of
importance.

Continue with industry standard nondestructive examinations of turbine rotors at
scheduled outages.

All of the intermediate and iow pressure turbine rotors have had boresonic inspections
completed. Nothing of significance has been noted. The recommendation is to continue
with boresonic inspections every 7 to 10 years. Boresonic testing has not been done on the
Alstom high pressure turbine rotors. Additionally, ultrasonic (UT) examinations have been
completed on the L-1, L-2, and L-3 wheel dovetails. UT testing has been completed on the
L-0 finger dovetail pins as well. Physical measurements of the rotor bucket dovetail lifting
have been taken on the L-0, L-1, L-2, L-3, L-4 and L-5 stages.
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Review potential replacement and upgrade of the intermediate and low pressure
turbine rotors.

The intermediate pressure (IP) turbine and low pressure (LP) turbine rotors should be
reviewed for replacement based on design and metallurgy improvements. Replacement of
the rotors would require performance and economic justification.

Upgrade turbine bearing pedestal monitoring system.

Pedestal heights on turbine bearings T-1 through T-11 are monitored using a system of
Invar rods and proximity probes. The system provides valuable information on changes in
bearing pedestal height useful when making decisions on turbine alignment. The system
should be upgraded to include the latest technology and to include indication on the T-12
and T-13 bearing pedestals.

Purchase spare condenser expansion joint.

The connection between the LP hoods and the condenser consists of a stainless steel
bellows expansion joint. The committee recommends the purchase of a complete
replacement for at least one (1) condenser. This would include the purchase of four (4)
corner pieces that require welding to the straight runs of expansion joint to complete the
assembly.

Upgrade the generator core monitoring system.

The core monitoring system should be upgraded to the latest technology. New monitoring
systems, such as Partial Discharge Analysis, should be evaluated for installation.

Purchase spare Main Seal Oil pump and motor.

The Hydrogen Seal Oil system includes the Main Seal Oil pump (MSOP), Recirc Seal Oil
pump (RSOP), and the Emergency Seal Oil pump (ESOP). The MSOP is the primary
source of sealing oil for the main generator and is critical equipment. The ESOP will
provide emergency back up for the MSOP, however the committee feels it is prudent to
have a spare MSOP available for quick replacement when needed. The same applies for
the ESOP motor.

The EHC skid should be evaluated for upgrade and replacement.

The EHC skids have redundant 100 percent capacity pumps, and we also stock spare
pumps in the warehouse. However, the pump and skid design itself should be evaluated
and upgraded. New systems are available, such as a “Turbo-Toc” system, and should be
considered for installation. Additionally, the stocking levels of EHC fluid should be reviewed
and a 100 percent capacity change out should be considered.

Purchase and stock a spare Stator Cooling Water Pump.

The stator cooling water skid includes redundant 100 percent capacity cooling water pumps.
The pumps can be replaced on-line and this has been done in the past. However, when
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one pump is out of service and taken to the shop for maintenance, all redundancy is lost.
We stock parts to rebuild the stator cooling water pumps, but having a complete pump
available for immediate installation when an in-service pump fails would reduce our chances
of lost generation.

Install an additional auxiliary overhead crane on the main turbine deck cranes.

There are two (2) overhead bridge cranes used for turbine and generator maintenance.
Each crane has a 95-ton hook and a 40-ton hook. The committee feels that some turbine
repair work could be completed in a more expeditious manner if an additional crane, of
smaller capacity and higher speed, could be installed on the existing bridges. Many of the
lifts made during turbine repairs are well under the capacity of even the 40-ton crane.
Having a smaller capacity crane available, in the 10- to 15-ton range, would aid
Maintenance in completing turbine and boiler feed pump work.

18-
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Electrical Systems

Introduction and Description of Analyzed Systems

The continued safe and efficient operation of IGS facilities requires careful inspection and
maintenance of numerous electrical systems at various voltage service levels. These systems
operate in the background for the most part but are as essential to plant availability as the
critical equipment served by these systems.

The intent of this section is to review critical electrical systems of the facility and to identify
improvements that can be made to ensure their long term viability. Areas addressed and
committee recommendations made are detailed in the pages that follow. The Converter Station
electrical systems will be included in the Converter Station report.

Electrical systems would generally be considered BOP systems by most definitions but,
concerns over recent problems with electrical systems make it prudent to analyze the electrical
equipment as separate systems to ensure they are given proper attention.

The following System Codes were analyzed with the Electrical Systems:

Auxiliary Power System (AP) Subsystem Code
AC Power Supply (120v) APA

AC Power Supply (480v) APC

AC Power Supply (6900v) APE

DC Power Supply APH

Essential Service AC API

Essential Service DC APJ

Control System (CO) Subsystem Code
Coordinated Control (DCS) COA

Unit Protection COC

Control & Multi-System Panels COF

Generator Transformer System (GT) Subsystem Code
Generator Bus Duct GTA

Generator Transformer GTB
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Electrical Systems Losses of Availability
(Percentage of Total Equivalent Availabilty Losses by Subsystem)
120 VoltPower 480 Volt Power

Supply Supply
1% 7%

Bus Duct
10%

Generator Step-up
Transformer
66%

Losses of Availability

Historically, the Electrical Systems have attributed to just under 8 percent of the total losses of
availability for the station. Combine the BOP statistic of 7 percent with the 8 percent of the
Electrical Systems to get 15 percent and you can compare the IGS experience with data
reported in the EPRI report of 2002 . EPRI reported that BOP systems (including electrical
systems) contributed t013.8 percent of all losses of availability which is very similar to IGS

experience.

Statistics for Electrical Systems gathered from an analysis of the IGS historical data:

Unit 1 Unit 2 Station
Number of Events Caused by the 34 39 73
Electrical Systems
Percentage of All Events Caused by 6.9% 9.0% 7.9%
the Electrical Systems
Number of Forced Outages Caused 20 19 39
by the Electrical Systems
Percentage of All Forced Outages 12.7% 13.6% 13.1%
Caused by the Electrical Systems
Equivalent Hours of Lost Generation 271.9 287.45 559.33
Caused by the Electrical Systems
Percentage of All Equivalent Hours of 7.4% 7.6% 7.6%
Lost Generation Caused by the
Electrical Systems
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Recommended Capital, Predictive, or Maintenance Improvements

Please refer to the complete list of recommendations for the Electrical Systems which are listed
at the end of this report. The following are the most significant items the task force committee
felt were of greatest value to ensure continued high availability of the station. They are listed in
order of the primary system and not in order of importance.

Purchase and install transformer oil continuous dissolved gas analysis
equipment on the Aux Transformer 1A, Aux Transformer 1B, and the Generator
Step-up (GSU) Transformer in both units.

We currently sample the oil every six months and have it tested by Doble. Recent
catastrophic events in the United States suggest the need for continuous monitoring.
Several of the events occurred in a short time frame. Testing only at six month intervals
may not uncover problems that could develop shortly after a test and escalate to
destruction in just a few days or weeks without any indication. Estimated time to replace
an Aux Transformer is six days. Estimated time to replace the GSU is two weeks.

Purchase and install a wet cell battery continuous monitoring system for the
Essential AC and Unit Battery DC station batteries.

Currently the preventative maintenance consists of taking cell voltage and specific
gravity readings quarterly along with visual inspections and load testing during outages
when directed by Engineering. New technology has been developed to more thoroughly
monitor wet cell battery systems. The system automatically monitors a group of
parameters on all cells in a lead-acid storage battery system and alarms if any
parameter of any cell exceeds specified limits.

Increase use of thermography technology to include scanning online of Generator
Breaker, Switchgear, and other equipment.

Add viewing windows to switchgear lineups, iso-phase housings, and various loads to
allow thermography scan with equipment in the operating condition. Windows of special
material can be installed which retain the enclosure integrity yet allow infrared cameras
to “see” through it.

Purchase and install replacement Essential AC Inverters in Unit 1.

Unit 1 inverter transformers are older than those in Unit 2. The equipment is obsolete
and nearing the end of its useful life. Inverters removed from Unit 1 could be stored and
used for spare parts to keep Unit 2 equipment in service. This was recently done in a
similar manner to the Unit and Essential Battery Chargers.

Replace ABB Generator Breaker at the first opportunity. Order lead time is
approximately 2 years.

Our generation of the ABB breaker was obsoleted in 1999. Parts availability is rapidly
decreasing. When parts are available, they come at an extremely high price with long
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delivery. This project is currently planned for 2011 and 2012. This needs to be moved
up because equipment is no longer supported. The breaker was manufactured in
Switzerland.

Purchase and install infrared detection monitoring system on the Iso-phase Bus
Duct.

This newer technology is specifically designed for uprated generators where bus work
has not been upgraded. Information is available remotely. The information can be used
to evaluate unbalance between phases. It can detect heat build-up generated from
loose arcing connections. We have had a bus duct failure at IGS resuiting in a forced
outage of several days. This technology will allow us to know beforehand when a
pr